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TABLE 4
ABSORPTION LINE STRENGTHS AT zfg IN GALAXY PAIRSa

Sample 〈b〉 Lyα Si II 1260 C II 1334 Si IV 1393 Si II 1526 C IV 1549b Al II 1670

P1(fg) 0 · · · 1.38± 0.12 1.79± 0.15 1.20± 0.12 1.34± 0.12 1.95± 0.15 0.97± 0.10
0c (4.7± 1.0)d (2.01± 0.18) (2.61± 0.22) (2.04± 0.20) (1.96± 0.18) (3.90± 0.30) (1.42± 0.15)

P1(bg) 31 2.01± 0.15 0.42± 0.06 0.90± 0.08 0.39± 0.08 0.37± 0.06 2.13± 0.15 0.40± 0.08

P2(fg) 0 · · · 1.42± 0.10 1.74± 0.15 1.12± 0.12 1.52± 0.12 1.90± 0.10 1.10± 0.12
0c (4.8± 1.0)d (2.07± 0.15) (2.54± 0.22) (1.90± 0.20) (2.22± 0.18) (3.80± 0.20) (1.61± 0.18)

P2(bg) 63 1.23± 0.20 0.41± 0.09 0.67± 0.12 0.19± 0.08 < 0.15 1.18± 0.15 < 0.20

P3(fg) 0 · · · 1.40± 0.10 1.62± 0.10 1.10± 0.12 1.41± 0.10 1.90± 0.10 1.01± 0.11
0c (4.9± 1.0)d (2.04± 0.15) (2.37± 0.15) (1.87± 0.20) (2.06± 0.18) (3.80± 0.20) (1.47± 0.22)

P3(bg) 103 0.92± 0.12 < 0.05 < 0.12 0.12± 0.06 < 0.04 0.13± 0.05 < 0.10

a For each pair sample, the rest-frame equivalent width (in Å ) for the stack of the foreground galaxy spectra are given in the first
row; the results from the composite of the background spectra, shifted to rest frame of the foreground galaxy, are in the second row.
b Values include both components of the C IV doublet.
c Rest equivalent widths after applying corrections (see text) to represent sightlines through the entire galaxy at b = 0
d Values for Lyα at b = 0 are estimated from the observed strength of Lyβ absorption.

FIG. 18.— A comparison of the absorption profiles in the composite spectra
of sample P1(fg) [red] and P1(bg) [blue]. For each of the 42 pairs, the same
foreground galaxy systemic redshift was used to shift both the foreground
and background galaxy spectra to zfg. Thus, the red curve represents the
average galaxy absorption line spectrum (i.e., b = 0) while the blue curve
is the average spectrum of the same ensemble of galaxies at mean impact
parameter of 〈b〉 = 31 kpc (see Table 2 and Table 4 for sample descriptions
and statistics. Note that the rest wavelength of the C IV doublet blend has
assumedW0(1548)/W0(1550) = 1.4.)

the full galaxy rather than only the part in the foreground. If
one assumes that the strong lines are saturated, and that the
kinematics of outflowing gas are similar on the far side of
the galaxy as observed on the near side, the full line profile
should include a reflection of the portion of the line profile
with v < 0 about v = 0. Generally, accounting for this effect
increases the equivalent widths by a factor of 1.45 for low
ionization species (e.g., CII, SiII), 1.70 for Si IV, and ! 2 for
C IV. These factors vary because of the differing strength of
the absorption near v = 0 – typically low-ionization species
have stronger v ! 0 absorption, while for C IV there is very
little. The corrected values of the line strengths for the fore-
ground galaxy spectra are also indicated in Table 4; in the
discussion below, we adopt the corrected values for the b! 0

FIG. 19.— Same as for Figure 18, for sample P2(fg) (red) and P2(bg)
([blue). In this case, the blue spectrum represents the average absorption
profile at impact parameters b = 41!82 kpc, for the same 162 galaxies which
comprise the mean galaxy spectrum in red. (see Table 2 and table 4 for sam-
ple descriptions and statistics.)

sightlines.
The comparison in Fig. 18 thus shows the difference in ab-

sorption line profiles for lines of sight at b = 0, and those offset
by 1′′.5!5′′ (〈θ〉= 3′′.8, or 〈b〉 ! 30 kpc), for precisely the same
set of 42 galaxies. As in the example of GWS-BM115/BX201
above, the absorption line centroids in the 〈b〉 ! 30 kpc line
of sight are close to the foreground galaxy systemic redshift.
For instance, the observed Lyα absorption line in the P1(bg)
spectrum has a measured wavelength of 1215.62 Å, only 12
km s!1 from v = 0; the estimated error in the line centroid from
propagation of the uncertainties in zsys for individual objects
is σ(∆v)≈ 20!25 km s!1 . The other lines in the P1(bg) spec-
trum show similar behavior, in the sense that their centroids
are much closer to v = 0 than the same lines in the P1(fg) spec-
trum, which have v ! !150 to !200 km s!1 . It is also clear
from Table 4 and Figure 18 that the strength of low and inter-



The Need for Sustained Accretion 
• Galaxies deplete their H2 on time scale ~Gyr ⪡ tH 

• Measured HI reservoir vs. z is insufficient

• Must be continuously replenished by accretion of ionized gas 
from the IGM!

Bauermeister, Blitz, & Ma (2009)
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Figure 2. Upper: comoving H i mass density ρH i of galaxies at z > 2 assuming
a ΛCDM cosmology. The H i mass density is observed to decline by ≈ 50%
from z = 4 to 2.2, an interval spanning less than 2 Gyr. The red band shows the
estimate of ρH i at z ∼ 0 from 21 cm surveys of local H i galaxies (Zwaan et al.
2005a). Lower: line density of DLAs per comoving absorption length dX. This
quantity can be visualized as the integrated covering fraction per comoving path
length for galactic H i gas. Following the mass density ρH i, the covering fraction
decreases by 50% from z ≈ 4 to 2 where it reaches the present-day value (red
band) as estimated from 21 cm observations (Ryan-Weber et al. 2003; Zwaan et
al. 2005a). Taken together, the results argue that H i galactic gas has not evolved
significantly over the past ≈ 10 Gyr.
(A color version of this figure is available in the online journal.)

3. DISCUSSION

The results of the previous section have far reaching impli-
cations for the nature and role of H i gas in galaxies and for
the processes of galaxy formation. Let us begin with the in-
variance in the shape of f (NH i, X). Applying Occam’s razor, a
straightforward interpretation of the data is that z ∼ 3 galaxies
are comprised of H i disks that, as a population, have the same
distribution of gas as present-day galaxies. At present, there is
no empirical measurement that contradicts this assertion. Most
theoretical models of DLA systems within the framework of
ΛCDM cosmology, however, envision the gas as clumps and
complicated structures that occasionally resemble a disk mor-
phology (e.g., Nagamine et al. 2004; Razoumov et al. 2006;
Pontzen et al. 2008). A more careful analysis of their predic-
tions for the precise shape of f (NH i, X) and its evolution at
high z is now warranted.

In terms of statistical power, the shape of f (NH i, X) is
dominated by systems with low NHI values and the primary result
is that the “faint-end slope” of f (NH i, X) is invariant. In the local
universe, low NHI sightlines correspond to the outer regions of
H i disks. We draw the inference that galaxies have self-similar
surface density profiles in their outer regions at all cosmic times.
In the most straightforward, analytic models of galaxy formation
(e.g., Mo et al. 1998), f (NH i, X) is determined by the radial H i
surface density profiles, which in turn are set by the total mass of
the system, the angular momentum distribution of the galaxy, the
gas mass fraction, etc. This simple picture is modified by spiral
density waves, warps, galaxy mergers, the detailed nature of
ISM clumping, molecular cloud formation, and feedback from
supernovae and/or AGN activity. All of these processes are
expected to vary with time, especially the characteristic mass

of galaxies. The results presented in Figure 1(b) suggest that
the outer regions of H i galaxies are not especially sensitive to
these processes nor to the underlying dark matter halo mass.
We note that this is actually a prediction of viscous models
of galactic disk formation (Lin & Pringle 1987; Olivier et al.
1991). We await explorations of this topic within the context of
cosmological simulations of galaxy formation.

Secular and feedback processes may be expected to have
greater effect on the gas toward the inner regions, i.e., at the
highest surface densities. We have also searched for variations
in f (NH i, X) at large NHI, but identify none. At the 95% c.l., all
of the redshift intervals have f (NH i, X) distributions consistent
with a break column density of Nd = 1021.6 cm−2. Furthermore,
restricting the frequency distributions to NH i > 1021 cm−2, all
give satisfactory KS-test probabilities. We conclude there is no
evolution at these column densities, but caution that the full
sample includes only 105 DLAs. The data also reveal, for the
first time, that f (NH i, X) is steeper than α = −3 beyond the
break. For the full sample, this result is robust even if we only
consider DLAs with NH i = 1021.6 to 1021.8 cm−2. The steep
break cannot be attributed only to the effects of projection (e.g.,
inclination of disks) alone which predict α = −3 (see Wolfe &
Chen 2006). We predict that the break is also associated with the
conversion of atomic gas to molecules (Schaye 2001; Zwaan &
Prochaska 2006, but see Noterdaeme et al. 2008).

Now consider the sharp decrease in the total comoving
covering fraction and H i mass density from z = 4 to 2 (Figure
2, Table 1). One’s initial reaction may be to interpret this
decline in terms of active star formation, i.e., the conversion
of the H i gas in DLAs to stars via in situ star formation.
This interpretation is problematic for several reasons. First, one
expects star formation to mainly influence gas at high H i surface
densities; this is revealed, in part, by the form of the Schmidt
law, ΣSFR = K×Σ1.4

g , where ΣSFR is the SFR per unit area and Σg

is the gas mass surface density (Schmidt 1959; Kennicutt 1998).
But the invariant shape of f (NH i, X) suggests that in situ star
formation in DLAs is unlikely to consume gas according to the
Schmidt law. This is illustrated in Figure 3(a), which shows
how an initial single power-law approximation for f (NH i, X)
steepens with time if stars form according to the Schmidt law
(Lanzetta et al. 1995). We find that the absence of changes in the
shape of f (NH i, X) implies that the star formation efficiency is
less than 1/10 that in local galaxies.

Second, Wolfe & Chen (2006) used the infrequent detection
of extended, low surface-brightness galaxies in the Hubble Ultra
Deep field to set an upper limit on the comoving SFR density
ρ̇∗ < 10−2.7 M& yr−1 Mpc−3. We used this limit to set an upper
limit on the decrease in ρHI due to in situ star formation. We
fitted a conservative expression for ρ̇∗(z) to be consistent with
(1) this upper limit at z ∼ 3 and (2) observations of star-forming
galaxies in the redshift interval z = [0, 8] (e.g., Bouwens et al.
2008). We then computed the decrease in ρH i(z) by integrating
ρ̇∗(z) from z = 6 to z. The resulting dip in ρH i is shown as the
dotted curve in Figure 3(b). Clearly the decrease in ρH i predicted
by in situ star formation is too small to account for the factor of
2 decrease observed. Specifically, the total mass density of stars
formed in situ gas traced by H i is less than a few percent of the
observed ρH i at z = 4.

Third, to markedly change the covering fraction of H i
galaxies, in situ star formation would have to lower ≈ 50% of
those regions below the DLA criterion. At the DLA threshold,
star formation is likely very weak (if not absent) and should
not affect this gas. We conclude, therefore, that in situ star

No. 2, 2009 ON THE (NON)EVOLUTION OF H i GAS IN GALAXIES OVER COSMIC TIME 1545

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

ρ H
I (

10
8  M

Su
n M

pc
 h

72
)

2.0 2.5 3.0 3.5 4.0 4.5 5.0
z

0.00

0.02

0.04

0.06

0.08

0.10

D
L

A
(X

)

Figure 2. Upper: comoving H i mass density ρH i of galaxies at z > 2 assuming
a ΛCDM cosmology. The H i mass density is observed to decline by ≈ 50%
from z = 4 to 2.2, an interval spanning less than 2 Gyr. The red band shows the
estimate of ρH i at z ∼ 0 from 21 cm surveys of local H i galaxies (Zwaan et al.
2005a). Lower: line density of DLAs per comoving absorption length dX. This
quantity can be visualized as the integrated covering fraction per comoving path
length for galactic H i gas. Following the mass density ρH i, the covering fraction
decreases by 50% from z ≈ 4 to 2 where it reaches the present-day value (red
band) as estimated from 21 cm observations (Ryan-Weber et al. 2003; Zwaan et
al. 2005a). Taken together, the results argue that H i galactic gas has not evolved
significantly over the past ≈ 10 Gyr.
(A color version of this figure is available in the online journal.)

3. DISCUSSION

The results of the previous section have far reaching impli-
cations for the nature and role of H i gas in galaxies and for
the processes of galaxy formation. Let us begin with the in-
variance in the shape of f (NH i, X). Applying Occam’s razor, a
straightforward interpretation of the data is that z ∼ 3 galaxies
are comprised of H i disks that, as a population, have the same
distribution of gas as present-day galaxies. At present, there is
no empirical measurement that contradicts this assertion. Most
theoretical models of DLA systems within the framework of
ΛCDM cosmology, however, envision the gas as clumps and
complicated structures that occasionally resemble a disk mor-
phology (e.g., Nagamine et al. 2004; Razoumov et al. 2006;
Pontzen et al. 2008). A more careful analysis of their predic-
tions for the precise shape of f (NH i, X) and its evolution at
high z is now warranted.

In terms of statistical power, the shape of f (NH i, X) is
dominated by systems with low NHI values and the primary result
is that the “faint-end slope” of f (NH i, X) is invariant. In the local
universe, low NHI sightlines correspond to the outer regions of
H i disks. We draw the inference that galaxies have self-similar
surface density profiles in their outer regions at all cosmic times.
In the most straightforward, analytic models of galaxy formation
(e.g., Mo et al. 1998), f (NH i, X) is determined by the radial H i
surface density profiles, which in turn are set by the total mass of
the system, the angular momentum distribution of the galaxy, the
gas mass fraction, etc. This simple picture is modified by spiral
density waves, warps, galaxy mergers, the detailed nature of
ISM clumping, molecular cloud formation, and feedback from
supernovae and/or AGN activity. All of these processes are
expected to vary with time, especially the characteristic mass

of galaxies. The results presented in Figure 1(b) suggest that
the outer regions of H i galaxies are not especially sensitive to
these processes nor to the underlying dark matter halo mass.
We note that this is actually a prediction of viscous models
of galactic disk formation (Lin & Pringle 1987; Olivier et al.
1991). We await explorations of this topic within the context of
cosmological simulations of galaxy formation.

Secular and feedback processes may be expected to have
greater effect on the gas toward the inner regions, i.e., at the
highest surface densities. We have also searched for variations
in f (NH i, X) at large NHI, but identify none. At the 95% c.l., all
of the redshift intervals have f (NH i, X) distributions consistent
with a break column density of Nd = 1021.6 cm−2. Furthermore,
restricting the frequency distributions to NH i > 1021 cm−2, all
give satisfactory KS-test probabilities. We conclude there is no
evolution at these column densities, but caution that the full
sample includes only 105 DLAs. The data also reveal, for the
first time, that f (NH i, X) is steeper than α = −3 beyond the
break. For the full sample, this result is robust even if we only
consider DLAs with NH i = 1021.6 to 1021.8 cm−2. The steep
break cannot be attributed only to the effects of projection (e.g.,
inclination of disks) alone which predict α = −3 (see Wolfe &
Chen 2006). We predict that the break is also associated with the
conversion of atomic gas to molecules (Schaye 2001; Zwaan &
Prochaska 2006, but see Noterdaeme et al. 2008).

Now consider the sharp decrease in the total comoving
covering fraction and H i mass density from z = 4 to 2 (Figure
2, Table 1). One’s initial reaction may be to interpret this
decline in terms of active star formation, i.e., the conversion
of the H i gas in DLAs to stars via in situ star formation.
This interpretation is problematic for several reasons. First, one
expects star formation to mainly influence gas at high H i surface
densities; this is revealed, in part, by the form of the Schmidt
law, ΣSFR = K×Σ1.4

g , where ΣSFR is the SFR per unit area and Σg

is the gas mass surface density (Schmidt 1959; Kennicutt 1998).
But the invariant shape of f (NH i, X) suggests that in situ star
formation in DLAs is unlikely to consume gas according to the
Schmidt law. This is illustrated in Figure 3(a), which shows
how an initial single power-law approximation for f (NH i, X)
steepens with time if stars form according to the Schmidt law
(Lanzetta et al. 1995). We find that the absence of changes in the
shape of f (NH i, X) implies that the star formation efficiency is
less than 1/10 that in local galaxies.

Second, Wolfe & Chen (2006) used the infrequent detection
of extended, low surface-brightness galaxies in the Hubble Ultra
Deep field to set an upper limit on the comoving SFR density
ρ̇∗ < 10−2.7 M& yr−1 Mpc−3. We used this limit to set an upper
limit on the decrease in ρHI due to in situ star formation. We
fitted a conservative expression for ρ̇∗(z) to be consistent with
(1) this upper limit at z ∼ 3 and (2) observations of star-forming
galaxies in the redshift interval z = [0, 8] (e.g., Bouwens et al.
2008). We then computed the decrease in ρH i(z) by integrating
ρ̇∗(z) from z = 6 to z. The resulting dip in ρH i is shown as the
dotted curve in Figure 3(b). Clearly the decrease in ρH i predicted
by in situ star formation is too small to account for the factor of
2 decrease observed. Specifically, the total mass density of stars
formed in situ gas traced by H i is less than a few percent of the
observed ρH i at z = 4.

Third, to markedly change the covering fraction of H i
galaxies, in situ star formation would have to lower ≈ 50% of
those regions below the DLA criterion. At the DLA threshold,
star formation is likely very weak (if not absent) and should
not affect this gas. We conclude, therefore, that in situ star
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Figure 12. Fraction of the total luminosity density from stars at z ∼ 2–6
emitted by galaxies in the rest-frame UV and in the mid-IR/far-IR (after dust
reprocessing). In calculating the energy output in the UV vs. IR, we adopt the
extinction estimates in Table 5 and assume that the total energy output from
ULIRGs occurs in the infrared (see Section 6.3). A dotted line is included
to show the relative contribution of LBGs and ULIRGs to the mid-IR/far-IR
energy output. The contribution of star-forming galaxies is included all the way
down to zero luminosity. Most of the energy output at z ∼ 2–4 would appear to
occur in the IR, while at z ! 5 the energy output occurs mostly in the UV. Note
that despite most of the energy output at z ∼2.5–4 occurring at IR wavelengths,
the SFR densities we derive from LBG surveys (after dust corrections) should
account for ! 80% of the SFR density at z ! 3 (see Figure 14).

important implications for studies (e.g., Hopkins & Beacom
2006) featuring comparisons of the stellar mass density with the
SFR density.

The claim has been that the SFR density—after integration—
exceeds the stellar mass density by factors of ∼3–4 (e.g., by
Hopkins & Beacom 2006; Wilkins et al. 2008). Adopting a
small dust correction (as is appropriate including the effect of
the lower luminosity galaxies) substantially reduces the inferred
SFR density at high redshift (by factors of ∼1.1, ∼1.1, ∼2.1,
and ∼2.5 at z ∼ 2.5, z ∼ 4, z ∼ 5, and z ∼ 6, respectively
relative to that used by Wilkins et al. 2008). This should help
somewhat to resolve the apparent discrepancy in comparisons
with the stellar mass density inferred at high redshift (see also
discussion in Reddy & Steidel 2009). Another consideration that
may help in this regard is the stellar mass in lower luminosity
galaxies. Reddy & Steidel (2009) argue that a consideration of
the SFR density and stellar mass densities to the same limiting
luminosities largely resolves the apparent discrepancy between
the inferred stellar mass density and that obtained by integrating
SFR history (approximately doubling the inferred stellar mass
densities at z ∼ 2–3).

What stands out in the above discussion is the role of lower
luminosity galaxies and their apparently sizeable contribution
to various volume-averaged quantities such as the SFR density
and stellar mass density. Clearly, any reasonable examination
of these quantities (or comparisons between the stellar mass
density and the integral of the SFR density) must accurately
account for this population or risk ignoring those galaxies that
are most central to making sense of the cosmic evolution.

7. SUMMARY

We use the deep optical and near-IR imaging data over
the HUDF and other deep, wide-area fields to quantify the
distribution of UV-continuum slopes β (i.e., fλ ∝ λβ) for

Figure 13. Star formation history inferred with (upper set of points, darker
orange contours) and without (lower set of points, lighter orange contours) a
contribution from highly obscured ultra-luminous infrared bright (> 1012L#)
galaxies. Otherwise similar to Figure 11. The top panel is based upon the total
UV luminosity density integrated to 0.3 L∗

z=3 and the bottom panel is based
upon the total UV luminosity density integrated to 0.04L∗

z=3. At z ∼ 2.5, we
follow Reddy & Steidel (2009) in using the z ∼ 2 IR LF of Caputi et al. (2007)
to include the contribution from these ULIRGs, while at z ∼ 4, we estimate their
contribution based upon ∼5–8 good z ∼ 4 ULIRG candidates (see Daddi et al.
2009) within the HDF-North GOODS SCUBA supermap (Pope et al. 2006).
See also Table 7 and Section 6.2. The darker orange contours at z ∼0–1.2 show
the SFR density derived using the deepest mid-IR/far-IR observations over the
GOODS and Far Infrared Extragalactic Legacy (FIDEL) fields (Magnelli et al.
2009). While IR bright galaxies appear to add significantly to the SFR density
at low redshift in the upper panel, this is because the lower set of points/orange
contours only include galaxies at the bright end of the UV LF (corresponding
to the 0.3L∗

z=3 limit) and the UV LF there cuts off at much fainter magnitudes
than at higher redshifts (compare this situation to the lower panel where the
contribution of the mid-IR/far-IR galaxies is much less on a percentage basis).
From this figure, it is clear that the contribution of the luminous IR sources to
the total SFR density at z > 2 is only modest (see also Figure 14).

star-forming galaxies over a wide range in redshift (z ∼ 2–
6) and luminosity (0.1 L∗

z=3 to 2 L∗
z=3). z ∼ 2–6 galaxies are

selected through a U-, B-, V-, and i-dropout technique while UV-
continuum slopes (1600–2300 Å rest frame) are derived from
the optical and near-IR broadband colors. We then corrected the
distribution of UV-continuum slopes for observational selection
and photometric errors and tabulate these slopes as a function
of both redshift and luminosity (Table 4 and Figure 3). We then
discuss possible interpretations of the trends we find (Section 4).

Our conclusions are as follows:

1. The UV-continuum slope distribution of UV bright L∗
z=3

galaxies over the range z ∼ 2–6 has a mean β ranging
from −1.2 to −2.4, with a dispersion of ∼0.4 (Table 4 and
Figure 3). As found in previous studies, we find that the
mean UV-continuum slope β is bluer (by ∼0.5) at z ∼ 6
than it is at z ∼3–4. We also find that the mean UV-
continuum slope β is bluer (by ∼0.5) at lower luminosities
than it is at higher luminosities (see also Meurer et al.
1999). In doing so, we establish the following correlation
between β and MUV,AB (Section 3.9); β = (−0.20 ±
0.04)(MUV,AB + 21) − (1.40 ± 0.07 ± 0.15) at z ∼ 2.5 and
β = (−0.15 ± 0.01)(MUV,AB + 21) − (1.48 ± 0.02 ± 0.15)
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Figure 12. Fraction of the total luminosity density from stars at z ∼ 2–6
emitted by galaxies in the rest-frame UV and in the mid-IR/far-IR (after dust
reprocessing). In calculating the energy output in the UV vs. IR, we adopt the
extinction estimates in Table 5 and assume that the total energy output from
ULIRGs occurs in the infrared (see Section 6.3). A dotted line is included
to show the relative contribution of LBGs and ULIRGs to the mid-IR/far-IR
energy output. The contribution of star-forming galaxies is included all the way
down to zero luminosity. Most of the energy output at z ∼ 2–4 would appear to
occur in the IR, while at z ! 5 the energy output occurs mostly in the UV. Note
that despite most of the energy output at z ∼2.5–4 occurring at IR wavelengths,
the SFR densities we derive from LBG surveys (after dust corrections) should
account for ! 80% of the SFR density at z ! 3 (see Figure 14).

important implications for studies (e.g., Hopkins & Beacom
2006) featuring comparisons of the stellar mass density with the
SFR density.

The claim has been that the SFR density—after integration—
exceeds the stellar mass density by factors of ∼3–4 (e.g., by
Hopkins & Beacom 2006; Wilkins et al. 2008). Adopting a
small dust correction (as is appropriate including the effect of
the lower luminosity galaxies) substantially reduces the inferred
SFR density at high redshift (by factors of ∼1.1, ∼1.1, ∼2.1,
and ∼2.5 at z ∼ 2.5, z ∼ 4, z ∼ 5, and z ∼ 6, respectively
relative to that used by Wilkins et al. 2008). This should help
somewhat to resolve the apparent discrepancy in comparisons
with the stellar mass density inferred at high redshift (see also
discussion in Reddy & Steidel 2009). Another consideration that
may help in this regard is the stellar mass in lower luminosity
galaxies. Reddy & Steidel (2009) argue that a consideration of
the SFR density and stellar mass densities to the same limiting
luminosities largely resolves the apparent discrepancy between
the inferred stellar mass density and that obtained by integrating
SFR history (approximately doubling the inferred stellar mass
densities at z ∼ 2–3).

What stands out in the above discussion is the role of lower
luminosity galaxies and their apparently sizeable contribution
to various volume-averaged quantities such as the SFR density
and stellar mass density. Clearly, any reasonable examination
of these quantities (or comparisons between the stellar mass
density and the integral of the SFR density) must accurately
account for this population or risk ignoring those galaxies that
are most central to making sense of the cosmic evolution.

7. SUMMARY

We use the deep optical and near-IR imaging data over
the HUDF and other deep, wide-area fields to quantify the
distribution of UV-continuum slopes β (i.e., fλ ∝ λβ) for

Figure 13. Star formation history inferred with (upper set of points, darker
orange contours) and without (lower set of points, lighter orange contours) a
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galaxies. Otherwise similar to Figure 11. The top panel is based upon the total
UV luminosity density integrated to 0.3 L∗

z=3 and the bottom panel is based
upon the total UV luminosity density integrated to 0.04L∗

z=3. At z ∼ 2.5, we
follow Reddy & Steidel (2009) in using the z ∼ 2 IR LF of Caputi et al. (2007)
to include the contribution from these ULIRGs, while at z ∼ 4, we estimate their
contribution based upon ∼5–8 good z ∼ 4 ULIRG candidates (see Daddi et al.
2009) within the HDF-North GOODS SCUBA supermap (Pope et al. 2006).
See also Table 7 and Section 6.2. The darker orange contours at z ∼0–1.2 show
the SFR density derived using the deepest mid-IR/far-IR observations over the
GOODS and Far Infrared Extragalactic Legacy (FIDEL) fields (Magnelli et al.
2009). While IR bright galaxies appear to add significantly to the SFR density
at low redshift in the upper panel, this is because the lower set of points/orange
contours only include galaxies at the bright end of the UV LF (corresponding
to the 0.3L∗

z=3 limit) and the UV LF there cuts off at much fainter magnitudes
than at higher redshifts (compare this situation to the lower panel where the
contribution of the mid-IR/far-IR galaxies is much less on a percentage basis).
From this figure, it is clear that the contribution of the luminous IR sources to
the total SFR density at z > 2 is only modest (see also Figure 14).

star-forming galaxies over a wide range in redshift (z ∼ 2–
6) and luminosity (0.1 L∗

z=3 to 2 L∗
z=3). z ∼ 2–6 galaxies are

selected through a U-, B-, V-, and i-dropout technique while UV-
continuum slopes (1600–2300 Å rest frame) are derived from
the optical and near-IR broadband colors. We then corrected the
distribution of UV-continuum slopes for observational selection
and photometric errors and tabulate these slopes as a function
of both redshift and luminosity (Table 4 and Figure 3). We then
discuss possible interpretations of the trends we find (Section 4).

Our conclusions are as follows:

1. The UV-continuum slope distribution of UV bright L∗
z=3

galaxies over the range z ∼ 2–6 has a mean β ranging
from −1.2 to −2.4, with a dispersion of ∼0.4 (Table 4 and
Figure 3). As found in previous studies, we find that the
mean UV-continuum slope β is bluer (by ∼0.5) at z ∼ 6
than it is at z ∼3–4. We also find that the mean UV-
continuum slope β is bluer (by ∼0.5) at lower luminosities
than it is at higher luminosities (see also Meurer et al.
1999). In doing so, we establish the following correlation
between β and MUV,AB (Section 3.9); β = (−0.20 ±
0.04)(MUV,AB + 21) − (1.40 ± 0.07 ± 0.15) at z ∼ 2.5 and
β = (−0.15 ± 0.01)(MUV,AB + 21) − (1.48 ± 0.02 ± 0.15)

Prochaska & Wolfe (2009)

Bouwens et al. (2009)

need IGM accretion ~ SFR



Cold vs. Hot Modes
• Gas accretion is predicted to be bimodal:

➡ cold mode: most accreted gas is never shock heated to Tvir and 
maintains T<2.5×105 K

➡ hot mode: smaller fraction shock heats and cools as in classical 
picture

• Confirmed in SPH, AMR, and Lagrangian mesh numerical simulations

CAFG, Kereš, Ma, in prep.Kereš et al. (2009)Kereš et al. (2005)

T trajectories z=2, Mh~1012 M⊙

10 D. Kereš et al

Figure 5. Temperature of the gas in Milky Way mass halos at z = 2 and z = 1. Panels show the gas in a region of 1h−1 Mpc (comoving)
on a side and 1h−1 Mpc (comoving) in projected depth. The virial radius is shown as the circles. Left panels show an Mh = 1.1×1012M"
at z = 2, while the right panels show an Mh = 1.2 × 1012M" halo at z = 1. Upper panels show all gas particles. The middle panels
show only the gas with T < 105K but with the same color scale (indicated on the right). The lower panels also show only the low
temperature gas, but are zoomed-in to show a region 375h−1 kpc (comoving) on a side (approximately within 0.8Rvir) and 125h−1 kpc
(comoving) deep. Vectors attached to particles show their projected velocities. Note that warmer gas temperature within the densest
clumps in middle and lower panels is caused by sub-resolution implementation of the two-phase star forming medium.

c© 0000 RAS, MNRAS 000, 000–000

Halo accretion rates vs. Mh, z=3



• Could be connected to a host of observed phenomena:

Connections to Observed Phenomena?

Ly Blobs 

Large Extended Ly Emitters
radio quiet
d~30-150kpc,  L~10+42-44 erg/s,   v ~ 500-2000 km/s

Size defined by
- isophotal area in Ly emission
- half-light radius / FWHM

References  see below

The Circum-Galactic Medium at z = 2!3 19

TABLE 4
ABSORPTION LINE STRENGTHS AT zfg IN GALAXY PAIRSa

Sample 〈b〉 Lyα Si II 1260 C II 1334 Si IV 1393 Si II 1526 C IV 1549b Al II 1670

P1(fg) 0 · · · 1.38± 0.12 1.79± 0.15 1.20± 0.12 1.34± 0.12 1.95± 0.15 0.97± 0.10
0c (4.7± 1.0)d (2.01± 0.18) (2.61± 0.22) (2.04± 0.20) (1.96± 0.18) (3.90± 0.30) (1.42± 0.15)

P1(bg) 31 2.01± 0.15 0.42± 0.06 0.90± 0.08 0.39± 0.08 0.37± 0.06 2.13± 0.15 0.40± 0.08

P2(fg) 0 · · · 1.42± 0.10 1.74± 0.15 1.12± 0.12 1.52± 0.12 1.90± 0.10 1.10± 0.12
0c (4.8± 1.0)d (2.07± 0.15) (2.54± 0.22) (1.90± 0.20) (2.22± 0.18) (3.80± 0.20) (1.61± 0.18)

P2(bg) 63 1.23± 0.20 0.41± 0.09 0.67± 0.12 0.19± 0.08 < 0.15 1.18± 0.15 < 0.20

P3(fg) 0 · · · 1.40± 0.10 1.62± 0.10 1.10± 0.12 1.41± 0.10 1.90± 0.10 1.01± 0.11
0c (4.9± 1.0)d (2.04± 0.15) (2.37± 0.15) (1.87± 0.20) (2.06± 0.18) (3.80± 0.20) (1.47± 0.22)

P3(bg) 103 0.92± 0.12 < 0.05 < 0.12 0.12± 0.06 < 0.04 0.13± 0.05 < 0.10

a For each pair sample, the rest-frame equivalent width (in Å ) for the stack of the foreground galaxy spectra are given in the first
row; the results from the composite of the background spectra, shifted to rest frame of the foreground galaxy, are in the second row.
b Values include both components of the C IV doublet.
c Rest equivalent widths after applying corrections (see text) to represent sightlines through the entire galaxy at b = 0
d Values for Lyα at b = 0 are estimated from the observed strength of Lyβ absorption.

FIG. 18.— A comparison of the absorption profiles in the composite spectra
of sample P1(fg) [red] and P1(bg) [blue]. For each of the 42 pairs, the same
foreground galaxy systemic redshift was used to shift both the foreground
and background galaxy spectra to zfg. Thus, the red curve represents the
average galaxy absorption line spectrum (i.e., b = 0) while the blue curve
is the average spectrum of the same ensemble of galaxies at mean impact
parameter of 〈b〉 = 31 kpc (see Table 2 and Table 4 for sample descriptions
and statistics. Note that the rest wavelength of the C IV doublet blend has
assumedW0(1548)/W0(1550) = 1.4.)

the full galaxy rather than only the part in the foreground. If
one assumes that the strong lines are saturated, and that the
kinematics of outflowing gas are similar on the far side of
the galaxy as observed on the near side, the full line profile
should include a reflection of the portion of the line profile
with v < 0 about v = 0. Generally, accounting for this effect
increases the equivalent widths by a factor of 1.45 for low
ionization species (e.g., CII, SiII), 1.70 for Si IV, and ! 2 for
C IV. These factors vary because of the differing strength of
the absorption near v = 0 – typically low-ionization species
have stronger v ! 0 absorption, while for C IV there is very
little. The corrected values of the line strengths for the fore-
ground galaxy spectra are also indicated in Table 4; in the
discussion below, we adopt the corrected values for the b! 0

FIG. 19.— Same as for Figure 18, for sample P2(fg) (red) and P2(bg)
([blue). In this case, the blue spectrum represents the average absorption
profile at impact parameters b = 41!82 kpc, for the same 162 galaxies which
comprise the mean galaxy spectrum in red. (see Table 2 and table 4 for sam-
ple descriptions and statistics.)

sightlines.
The comparison in Fig. 18 thus shows the difference in ab-

sorption line profiles for lines of sight at b = 0, and those offset
by 1′′.5!5′′ (〈θ〉= 3′′.8, or 〈b〉 ! 30 kpc), for precisely the same
set of 42 galaxies. As in the example of GWS-BM115/BX201
above, the absorption line centroids in the 〈b〉 ! 30 kpc line
of sight are close to the foreground galaxy systemic redshift.
For instance, the observed Lyα absorption line in the P1(bg)
spectrum has a measured wavelength of 1215.62 Å, only 12
km s!1 from v = 0; the estimated error in the line centroid from
propagation of the uncertainties in zsys for individual objects
is σ(∆v)≈ 20!25 km s!1 . The other lines in the P1(bg) spec-
trum show similar behavior, in the sense that their centroids
are much closer to v = 0 than the same lines in the P1(fg) spec-
trum, which have v ! !150 to !200 km s!1 . It is also clear
from Table 4 and Figure 18 that the strength of low and inter-

Lyα blobs

Clumpy high-z galaxies

HVCs

DLA/LLS/metal 
absorption systems

• But, are they?



Lyα Emission & Absorption
• As part of this research program, we have so far studied the Lyα 

emission and absorption properties of the cold streams at z~2-4 

• Today, I will focus on absorption
CAFG et al. (2010)

• Using hydro simulations with ionizing + Lyα line RT, we showed that 
pure cooling cannot explain the observed giant Lyα blobs, with 
Lα~1044 erg s-1:

➡ Lyα luminosity too small

➡ line spectrum inconsistent with 
observed outflow signatures

• Some fainter sources (e.g., Rauch et al. 
2008) could be powered by cooling

• Most likely, they are manifestations of 
feedback processes



Observational Puzzle
• So far, little trace of infalling cool material around z~2-3 galaxies:

• A problem for the cold mode?

uniformly in r, using the fact that the velocity along the streams is
roughly constant (Supplementary Information, sections 5 and 6).
This is convolved with the halo mass function23, n(Mv), to give

n ( _MM)~

ð?

0

P( _MM jMv)n(Mv) dMv

The desired cumulative abundance, n(. _MM), obtained by integration

over the inflow rates from _MM to infinity, is shown at z5 2.2 in Fig. 4.

Assuming that the SFR equals _MM , the curve referring to _MM lies safely
above the observed values,marked by the symbols, indicating that the

gas input rate is sufficient to explain the SFR. However, _MM and the
SFR are allowed to differ only by a factor of ,2, confirming our
suspicion that the SFR must closely follow the gas input rate. The
simulated SFR indeed traces the accretion rate to within a factor of
two, but, given that our disks are poorly resolved, we focus here on
the accretion as the more robustly simulated quantity. Because at
z< 2.2 the star-forming galaxies constitute only a fraction of the
observed ,1011M[ galaxies24,25, the requirement for a SFR almost

as great as _MM , based on Fig. 4, becomes even stronger.
By analysing the clumpiness of the gas streams, using the sharp

peaks of inflow in the _MM(r) profiles, we address the role of mergers
versus smooth flows. We evaluate each clump mass by integrating
Mclump~

Ð
( _MM(r)=vr (r)) dr across the peak, and estimate amass ratio

for the expected merger as m5Mclump/fbMv, ignoring further mass
loss in the clump on its way in and deviations of the galaxy baryon
fraction from fb. We use ‘merger’ to describe any major or minor
merger with m$ 0.1, as distinct from ‘smooth’ flows, which include
‘mini-minor’ mergers with m, 0.1. We find that about one-third of
the mass is flowing in as mergers and the rest as smoother flows.
However, the central galaxy is fed by a clump with m$ 0.1 less than
10% of the time; that is, the duty cycle for mergers is g= 0.1. A
similar estimate is obtained using EPS merger rates7 and starburst
durations of,50Myr at z5 2.5 from simulations26 (Supplementary
Information, section 5).

From the difference between the two curves of Fig. 4, we learn that
only one-quarter of the galaxies with a given _MM are to be seen during a
merger. The fact that the SFGs lie well above the merger curve even if
the SFR is , _MM indicates that in most of them the star formation is
driven by smooth streams. Thus, ‘SFG’ could also stand for ‘stream-
fed galaxy’. This may explain why these galaxies maintain an
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Figure 1 | Entropy, velocity and inward flux of cold streams penetrating hot
haloes. a, b, Maps referring to a thin slice through one of our fiducial
galaxies withMv5 1012M[ at z5 2.5. The arrows describe the velocity field,
scaled such that the distance between the tails is 260 km s21. The circlemarks
the halo virial radius, Rv. The entropy, logK5 log(T/r2/3), in units of the
virial quantities, highlights (in red) the high-entropymedium filling the halo
out to the virial shock outside Rv. It exhibits (in blue) three radial, low-
entropy streams that penetrate the inner disk, seen edge-on. The radial flux
per solid angle is _mm5 r2rvr, in solarmasses per year per square radian, where
r is the gas density and vr the radial velocity. It demonstrates that more than
90% of the inflow is channelled through the streams (blue), at a rate that

remains roughly the same at all radii. This rate is several times higher than
the spherical average outside the virial sphere, _mmvir < 8M[ yr21 rad22,
according to equation (1). The opening angle of a typical stream at Rv is
20u230u, so the streams cover a total angular area of,0.4 rad2, namely a few
per cent of the sphere. When viewed from a given direction, the column
density of cold gas below 105 K is above 1020 cm22 for 25% of the area within
the virial radius. Although the pictures show the inner disk, the disk width is
not resolved, so associated phenomena such as shocks, star formation and
feedback are treated in an approximate way only (see density maps and
additional cases in Supplementary Figs 3–5). Kvir, virial entropy.

Figure 2 | Streams in three dimensions. The map shows radial flux for the
galaxy of Fig. 1 in a box of side length 320 kpc. The colours refer to inflow rate
per solid angle of point-like tracers at the centres of cubic-grid cells. The
dotted circle marks the halo virial radius. The appearance of three fairly
radial streams seems to be generic in massive haloes at high redshift, and is a
feature of the cosmic web that deserves an explanation. Two of the streams
show gas clumps of mass on the order of one-tenth that of the central galaxy,
but most of the stream mass is smoother (Supplementary Fig. 6). The
>1010M[ clumps, which involve about one-third of the incomingmass, are
also gas rich—in the current simulation only 30% of their baryons turn into
stars before they merge with the central galaxy.
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uniformly in r, using the fact that the velocity along the streams is
roughly constant (Supplementary Information, sections 5 and 6).
This is convolved with the halo mass function23, n(Mv), to give

n ( _MM)~

ð?

0

P( _MM jMv)n(Mv) dMv

The desired cumulative abundance, n(. _MM), obtained by integration

over the inflow rates from _MM to infinity, is shown at z5 2.2 in Fig. 4.

Assuming that the SFR equals _MM , the curve referring to _MM lies safely
above the observed values,marked by the symbols, indicating that the

gas input rate is sufficient to explain the SFR. However, _MM and the
SFR are allowed to differ only by a factor of ,2, confirming our
suspicion that the SFR must closely follow the gas input rate. The
simulated SFR indeed traces the accretion rate to within a factor of
two, but, given that our disks are poorly resolved, we focus here on
the accretion as the more robustly simulated quantity. Because at
z< 2.2 the star-forming galaxies constitute only a fraction of the
observed ,1011M[ galaxies24,25, the requirement for a SFR almost

as great as _MM , based on Fig. 4, becomes even stronger.
By analysing the clumpiness of the gas streams, using the sharp

peaks of inflow in the _MM(r) profiles, we address the role of mergers
versus smooth flows. We evaluate each clump mass by integrating
Mclump~

Ð
( _MM(r)=vr (r)) dr across the peak, and estimate amass ratio

for the expected merger as m5Mclump/fbMv, ignoring further mass
loss in the clump on its way in and deviations of the galaxy baryon
fraction from fb. We use ‘merger’ to describe any major or minor
merger with m$ 0.1, as distinct from ‘smooth’ flows, which include
‘mini-minor’ mergers with m, 0.1. We find that about one-third of
the mass is flowing in as mergers and the rest as smoother flows.
However, the central galaxy is fed by a clump with m$ 0.1 less than
10% of the time; that is, the duty cycle for mergers is g= 0.1. A
similar estimate is obtained using EPS merger rates7 and starburst
durations of,50Myr at z5 2.5 from simulations26 (Supplementary
Information, section 5).

From the difference between the two curves of Fig. 4, we learn that
only one-quarter of the galaxies with a given _MM are to be seen during a
merger. The fact that the SFGs lie well above the merger curve even if
the SFR is , _MM indicates that in most of them the star formation is
driven by smooth streams. Thus, ‘SFG’ could also stand for ‘stream-
fed galaxy’. This may explain why these galaxies maintain an
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Figure 1 | Entropy, velocity and inward flux of cold streams penetrating hot
haloes. a, b, Maps referring to a thin slice through one of our fiducial
galaxies withMv5 1012M[ at z5 2.5. The arrows describe the velocity field,
scaled such that the distance between the tails is 260 km s21. The circlemarks
the halo virial radius, Rv. The entropy, logK5 log(T/r2/3), in units of the
virial quantities, highlights (in red) the high-entropymedium filling the halo
out to the virial shock outside Rv. It exhibits (in blue) three radial, low-
entropy streams that penetrate the inner disk, seen edge-on. The radial flux
per solid angle is _mm5 r2rvr, in solarmasses per year per square radian, where
r is the gas density and vr the radial velocity. It demonstrates that more than
90% of the inflow is channelled through the streams (blue), at a rate that

remains roughly the same at all radii. This rate is several times higher than
the spherical average outside the virial sphere, _mmvir < 8M[ yr21 rad22,
according to equation (1). The opening angle of a typical stream at Rv is
20u230u, so the streams cover a total angular area of,0.4 rad2, namely a few
per cent of the sphere. When viewed from a given direction, the column
density of cold gas below 105 K is above 1020 cm22 for 25% of the area within
the virial radius. Although the pictures show the inner disk, the disk width is
not resolved, so associated phenomena such as shocks, star formation and
feedback are treated in an approximate way only (see density maps and
additional cases in Supplementary Figs 3–5). Kvir, virial entropy.

Figure 2 | Streams in three dimensions. The map shows radial flux for the
galaxy of Fig. 1 in a box of side length 320 kpc. The colours refer to inflow rate
per solid angle of point-like tracers at the centres of cubic-grid cells. The
dotted circle marks the halo virial radius. The appearance of three fairly
radial streams seems to be generic in massive haloes at high redshift, and is a
feature of the cosmic web that deserves an explanation. Two of the streams
show gas clumps of mass on the order of one-tenth that of the central galaxy,
but most of the stream mass is smoother (Supplementary Fig. 6). The
>1010M[ clumps, which involve about one-third of the incomingmass, are
also gas rich—in the current simulation only 30% of their baryons turn into
stars before they merge with the central galaxy.
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the expected dependence of vesc on mass is fairly shallow,
vesc(rvir) ∝ M0.3

vir . The inferred range of baryonic mass Mbar
(stars + cold gas) among the “BX” sample at z " 2–2.6
is reasonably described by a log-normal distribution with
log Mbar = 10.61±0.34 (Erb et al. 2006c); assuming the cosmic
baryon-to-dark matter ratio for all of the galaxies, the expected
range in vesc among the sample would then be ±25%, which
is marginally compatible with the observed consistency of vmax
among the BX sample of galaxies. Similarly, the range of SFRs
among the NIRSPEC Hα sample is SFR " 30 ± 15 M# yr−1

(Erb et al. 2006b) meaning that if the correlation of vmax ∝
SFR0.25 (found by Weiner et al. 2009 for galaxies at z ∼ 1.4)
applied to the z ∼ 2–3 galaxies, the expected variation of
vmax would be ±6%, which is indistinguishable from “constant”
given the uncertainties in the measurement.

Strickland & Heckman (2009) have emphasized that outflow
velocities observed in cool gas entrained in superwind-driven
outflows will be significantly smaller than that of the hot “wind
fluid,” which for M82 they infer to have characteristic velocity
of 1400–2200 km s−1 based on hard-X-ray observations. The
highest velocity observed in cool material (via Hα filaments) in
M82 is vout " 500–600 km s−1. The typical galaxy in our sample
has a bolometric luminosity of "3×1011 L#, roughly five times
higher than that of M82 (cf. Reddy et al. 2006; Sanders et al.
2003). Applying the scaling expected for momentum-driven
winds26 (Murray et al. 2005), vmax ∝ L0.25, by analogy with
M82 one would expect the cool component of the outflows for a
typical z ∼ 2–3 galaxy in our sample to reach 750–900 km s−1.
This range is clearly consistent with the observations.

8.4. Evidence for “Cold Accretion”?

It is clearly of interest to understand the expected obser-
vational signature of the accretion of gas in the context of
the proposed schematic model of the CGM. The current mod-
els of cold accretion predict characteristic gas temperatures of
∼(1–5) × 104 K (e.g., Goerdt et al. 2009), which is the same
range of temperatures expected for the cool outflowing mate-
rial seen in absorption against the galaxy far-UV continuum.
The bulk of the cool accreting gas is predicted to lie within
"100 kpc for halos of mass 1012 M#. According to Dekel et al.
(2009), absorption due to cold stream accretion should have a
covering fraction as seen by background sources of "25% for
20 kpc ! r ! 100 kpc with N(H i) > 1020 cm−2, with in-
fall velocities ∼200 km s−1. Along lines of sight with b ' 0,
one might expect absorption centered near vlos " 0 relative to
the galaxy systemic redshift (because on average the sightlines
should intersect both blueshifted and redshifted IS material),
with velocity range of perhaps ±150 km s−1. Sightlines with
b " 0 (i.e., in the spectra of the galaxies themselves) should
intersect inflowing gas with 0 " vlos " +200 km s−1.

As mentioned in Section 4.3 above (and illustrated in
Figure 11), the “excess” absorption in the composite spectrum of
galaxies with Mbar # 4 × 1010 M# may be consistent with both
the expected kinematics and optical depth (or covering fraction)
for infalling gas. It is notable that the vlos $ 0 component of
absorption is seen in low-ionization species, but not in more
highly ionized species such as C iv that are otherwise present
over all velocities vlos < 0 km s−1. This may imply that the
gas in the vlos > 0 kinematic component is more self-shielded

26 Murray et al. (2005) point out that cool clouds entrained in a hot flow
behave like momentum-driven winds whether the source of the flow is
primarily momentum-driven or energy-driven.

than the IS material that contributes most of the observed line
equivalent width, suggesting it lies primarily at small r. In any
case, even when it is present, a putative infalling IS compo-
nent cannot account for the observation of strong absorption in
both Lyα and metal lines whose strength requires high-velocity
dispersion and covering fraction. Nor can accretion explain the
observed kinematics of Lyα emission discussed extensively in
Section 5. Nevertheless, we know that galaxies with halo masses
of "1012 M# must accrete material in some form over the typ-
ical star formation timescale of ∼500 Myr in any reasonable
hierarchical model; infall of low-metallicity gas may also be
necessary for producing the observed mass–metallicity relation
at z " 2 (e.g., Erb 2008).

Possibly more intriguing than the dominance of outflowing IS
material is the observation (both in the present 〈z〉 = 2.3 sample
and in the z ∼ 1.4 sample of Weiner et al. 2009) that galaxies
below a threshold in baryonic mass appear to lack the vlos > 0 IS
absorption component. In the z ∼ 2.3 sample the mass threshold
appears to be near Mbar " 4×1010 M#, below which essentially
all IS absorption is blueshifted. We have seen that the probable
range in dark matter halo mass (assuming correspondence
between baryonic mass and halo mass) for the lower-Mbar half
of the Hα sample is 4 × 1011 M# " Mhalo " 9 × 1011 M#—a
range in mass over which cold accretion is believed to be
near its peak at z " 2. Paradoxically, the subsample showing
possible evidence for an accreting component of cool gas is the
half with Mhalo # 1012 M#, i.e., close to the critical mass at
which virial shocks begin to prevent cold gas from streaming
to the central regions of the galaxy (e.g., Dekel & Birnboim
2006; Ceverino et al. 2010, but see Keres et al. 2009). Lower
baryonic mass galaxies with similar SFRs show no evidence
for an infalling component with significant covering fraction, at
least as compared to that of outflowing material. The extended
nature of the galaxies in whose spectra the IS lines are measured
provides a spatially averaged IS absorption profile to detect both
the coolest regions of inflowing material as well as more highly
ionized gas (i.e., having N(H i) as low as 1014 cm−2) that would
present a larger covering fraction. It would be very hard to miss
infalling cool gas, which would appear as redshifted absorption
for b = 0 sightlines. Moreover, sightlines at b ' 0 would
produce lines too weak to be consistent with the W0 versus b
results from Section 6 due to the quieter velocity fields expected
for infalling material; see Dekel et al. (2009).

With the possible exception of the v > 0 absorption in
the more massive half of the current sample (which could
have alternative explanations; see discussion in Section 2), the
observations reveal an absence of evidence supporting cold flow
accretion as currently envisioned. It is possible that the streams
cover a much smaller fraction of 4π sr than the ∼20%–25%
estimated from simulations (Goerdt et al. 2009; Dekel &
Birnboim 2008) in order to remain undetected by the absorption
probes; however, since the absorption line probes are sensitive
to H i column densities as low as N(H i) " 1015 cm−2, they
would be sensitive to much more than the coolest, most highly
collimated regions of the accretion flow. In any case, there seems
to be no way to reconcile the observed CGM absorption line
strength and kinematics with the results of simulations which
seem consistently to predict that accretion of cool gas should
be dominant over outflow for galaxies with Mtot ∼ 1012 M#.
Taken at face value, it seems that the importance of cold
accretion has been significantly overestimated—or at least that
its observational signature must be more subtle than suggested
by the early predictions. Of equal concern is that the influence

Dekel et al. (2009) - theory Steidel et al. (2010) - obs.

Based on:
- 1000s of LBGs

- including 512 close pairs

see ubiquitous outflows, but 

little infall

“
”

“
”



Theoretical Issues
• Focus on the covering factor of high-z cold 

streams

• Basic numerical requirements:

➡ need high-resolution to model the thin 

filaments

➡ need RT to predict what we measure, HI

• As for Lyα emission, look at simplified 

problem of pure accretion in ΛCDM

106 M⊙ res.

27x better

CAFG & Kereš (2011)



Numerical Setup
• Zoom-in simulations for very high 

resolution

➡ 27 proper pc gas smoothing 
length achieved at z=2

➡ ε=275 comoving pc/h Plummer 
equivalent gravity

• MW progenitor, LBG at z~2-3

• Ionizing RT

➡ UV background (CAFG 
2008a,b, 2009)

➡ local sources

• Lower-resolution runs to check 
convergence, variance

CAFG & Kereš (2011)
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HI Stream Covering Factor

Within 1 Rvir

LLS:

DLA:

10%

3%

16%

6%

30%

11%

The DLA covering factor of accretion streams at z~2, where observations 
are most sensitive, is only a couple %, and mostly from the galaxy.

CAFG & Kereš (2011)
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Compare with Winds
• Galactic outflows were not included in the current simulations, but 

we know they are there in reality: The Circum-Galactic Medium at z = 2!3 5

FIG. 1.— Histogram of the measured (centroid) velocities of interstellar
absorption lines (blue) and Lyman α emission (red) with respect to the galaxy
nebular redshift as defined by the centroid of the Hα emission line, for a
sample of 89 galaxies with 〈z〉 = 2.27±0.16. The sample includes only those
galaxies having both nebular line redshifts and rest-UV spectra of adequate
quality to measure absorption line centroids. In this sample, 86 of the 89
galaxies have measured values of zIS, 3 have only zLyα, and 39 have both.
The mean values of the velocity offsets are indicated.

distributions have 〈∆vIS〉 = !164±16 km s!1 , and 〈∆vLyα〉 =
445± 27 km s!1 , where the quoted uncertainties are errors
in the mean. Fig. 2 illustrates the same sample as in Fig. 1,
where different symbols are used depending on the UV spec-
tral morphology of the galaxies.
In light of the current Hα sample of z ∼ 2.3 galaxies, it

is worth re–examining the “rules” that one would use to es-
timate the true systemic redshift of the galaxies given only
information contained in their rest-UV spectra, and assuming
that zHα defines the rest frame. Using a linear regression form
similar to that used by Adelberger et al. (2005a), for galaxies
with both zLyα and zIS measurements,

zHα = zIS +0.00289!0.0026(2.7! zIS) σz = 0.00127 (1)
zHα = zLyα !0.0054+0.0001(2.7! zLyα) σz = 0.00193, (2)
corresponding to velocity offsets of ∆vIS = !170 ± 115
km s!1 and ∆vLyα = +485± 175 km s!1 , respectively, at the
mean redshift of zHα = 2.27. For objects with a measurement
of zIS only,
zHα = zIS +0.00303!0.0031(2.7! zIS); σz = 0.00145 , (3)
or∆vIS = !165±140 km s!1 (error is the standard deviation)
at the mean redshift of the sample.
Using all 86 Hα galaxies with measured zIS, the best fit

single relation of the form in eqs. 1-3 is
zHα = zIS +0.00299!0.00291(2.7! zIS) σz = 0.00138 (4)

or ∆vIS = !166± 125 km s!1 at 〈zHα〉 = 2.27. We find that
including zLyα in the above regression formulae increases the
rms redshift uncertainty over that obtained using only zIS, in
contrast to similar estimates at somewhat higher redshift by
Adelberger et al. (2005a). One possible explanation for the
difference could be the generally weaker Lyα lines in the

z$ 2.3 sample compared to that at z$ 3 (Reddy et al. 2008).
We return in §5 to a discussion of the kinematics of the Lyα
emission line. In any case, using only the absorption redshift,
with a constant offset of $ +165 km s!1 , would provide an
estimate of zHα accurate to ∼ 125 km s!1 (rms).
There are too few objects (3 of 89) in the Hα sample hav-

ing only zLyα to define a significant relationship for such ob-
jects (which are also quite rare in the full z >

∼ 2 spectroscopic
sample), although these 3 objects have 〈∆vLyα〉 = 400± 183,
consistent with equation 2 above. For this reason, we use
equation 2 for subsequent estimates of zHα when only Lyα
emission is available.

FIG. 2.— Plot showing the interstellar absorption line centroid velocities
(blue) and centroid Lyman α emission velocities relative to the redshift de-
fined by Hα for the same sample as in Fig. 1. Galaxies for which both in-
terstellar absorption redshifts and Lyman α emission redshifts are available
are indicated with blue (absorption) and red (emission) solid dots; open trian-
gles show systems for which one or the other measurements is not available.
The circled objects are ones which exhibited measurable velocity shear in the
sample of Erb et al. 2006c (see text for discussion).

Figs. 1 and 2 show that a significant fraction of the galax-
ies have IS absorption line centroid velocity shift ∆vIS con-
sistent with zero. Given the uncertainties in ∆vIS, this is
not particularly significant for individual objects, but we dis-
cuss the issue further because of the intriguing behavior of
∆vIS and ∆vLyα with respect to one another and because of
the greater significance of the result in higher S/N composite
spectra discussed below. Three of the 11 galaxies with mea-
sured ∆vIS ≥ 0 also have Lyα emission, and have 〈∆vLyα〉 =
+708± 50 km s!1 , ∼ 250 km s!1 higher than the average
of the full sample; however, the average 〈∆vLyα !∆vIS〉 =
622± 40 km s!1 for this set of objects is nearly identical to
that of the full sample. The relative consistency of the dif-
ference ∆vLyα !∆vIS in the Hα sample, as well as in much
larger samples without the benefit of Hα spectroscopy (e.g.,
Shapley et al. 2003; Steidel et al. 2004), suggests a situation
in which ∆vLyα moves in concert with ∆vIS irrespective of
whether the centroid of the absorption line velocities are blue-
shifted with respect to systemic.
Interestingly, 3 other galaxies of the 11 (see Fig. 2) with

∆vIS ≥ 0 are among those with spatially resolved velocity
shear in the Hα emission line, meaning that the Hα spectrum

• At z~2, where cold streams covering factor << 1, stacked spectra 
are naturally dominated by winds

• The cold mode predictions are therefore consistent with current 
non-detections

Steidel et al. (2010)

In LBGs, interstellar absorption 
(almost) always blueshifted, Lyα 

emission always redshifted 

⇒ winds with ~1 covering factor 



How to Detect the Cold Streams?
• More galaxy pairs, ideally quasar-galaxy or galaxy-galaxy with 30 m 

class telescope to get individual spectral measurements

Are cold flows detectable with metal absorption lines? 3
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Figure 1. The covering fraction of cold (T < 105K) and dense
(NH > 1020) gas within 20 < r < 100 kpc physical as a function of
the virial mass of halos (M200). Different colours indicate the cov-
ering fractions at different redshifts. Solid lines include the con-
tribution from the interstellar medium of satellite galaxies to the
covering fraction. To exclude this latter contribution, we also plot
the covering fraction with upper density cut (1020 < NH < 1021

cm−2, dotted lines). Error bars correspond to the interquartile
range (25 ≤ f ≤ 75%). For a given halo mass, halos at higher
redshift show larger covering fractions. This can be understood
in terms of the rapid development of a virialized hot medium
between z = 3.8 and z = 2.5.

An interesting feature present in Fig. 1 is that the cov-
ering fraction is higher in more massive haloes at a given
redshift. This seems to contradict previous findings (OPT08)
that it is the small haloes which are mainly fed by cold mode
accretion. It should be noted, however, that the covering
fraction shown in Fig. 1 does not account for the accretion
of cold, diffuse gas (cold gas with lower column densities)
which is only present in halos with masses incapable of sus-
taining a virial shock at all. Indeed, these small haloes are
usually located within (or around) filaments whose density
is low, whereas the filaments around more massive haloes
tend to be denser. Furthermore, in massive haloes, satellite
galaxies contribute more importantly to the covering frac-
tion, as do extended, warped, galactic disks and dense gas
bridges which result from tidal interactions between galax-
ies. These latter effects partly explain the trend, but the
primary driver of the covering fraction increase with halo
mass is the density of the accreted gas, which is higher in
more massive haloes. Fig. 1 (dotted lines) substantiates this
claim by showing how the covering fractions drop when the
very dense gas (NH > 1021cm−2) which belongs to the ISM
of satellite galaxies is excluded from the measurement.

3.2 CII Absorption

In order to more carefully investigate the possibility of de-
tecting cold filaments using metal absorption lines, we com-
pute the strength of the CII λ1334 absorption. Our choice
of line is dictated by the temperature of the filamentary
gas which is not high enough to significantly produce more
highly ionized metallic elements such as CIV. We do not at-
tempt to model absorption by CII accurately which would
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Figure 2. An example of the contribution from filamentary gas
to the CII λ1334 absorption. Upper panels show the hydrogen
column density and mass-weighted metallicity distributions for a
1012M" halo at z ∼ 3.8. A cold filament is indicated on the left
panel, which is receding from the observer and therefore should
produce a redshifted absorption line. A white square denotes the
central ∼10 kpc2 region over which the absorption spectrum is
obtained. Bottom panel shows an absorption profile of this galaxy
(thick grey solid line). We also compute the absorption without
the central disc by neglecting the opacity of central cells (r ≤

0.1r200) (green solid line) and absorption without the outer gas
(r > 0.1r200) (blue dashed line). Also included is the absorption
produced when the outer gas (r > 0.1r200) is assumed to have
solar metallicity in the absence of the central disc (red dotted
line). It can be seen that the contribution from the filament to
the low-ionisation metal line is negligible compared to that of the
ISM of the galaxy in every case.

require detailed radiative transfer, but instead derive an up-
per limit by making several extreme assumptions. Firstly,
we assume that all the carbon present in filaments is eligi-
ble for the CII λ1334 transition. Secondly, we use the solar
abundance ratio ([C/Z]" ! 0.178, Asplund et al. 2009) to
obtain the carbon column density for a given metallicity
in the simulation. The optical depth of a grid cell is com-
puted as τ = σCIInCII∆l, where nCII is the carbon num-
ber density, ∆l is the size of the grid cell, and σCII is the
cross-section for the line transition, which is calculated as
σCII = (3πσT/8)

1/2fλ0 ! 1.5 × 10−18cm2. Here σT is the
Thomson cross-section, λ0 is the rest-frame wavelength of
the transition, and f is the corresponding oscillator strength.
We then correct the optical depth by assuming that each
grid cell has a Gaussian velocity distribution with a disper-
sion (σ3D/

√
3), which is obtained from the 3 dimensional

c© 0000 RAS, MNRAS 000, 000–000

Kimm et al. (2010)

In single sight lines, infalling material with v~vcirc 
tends to be masked by ISM absorption

➡ Kinematics (accretion at v~vcirc vs. 
outflows up to ~800 km/s)

➡ Metallicity (Zinfall<Zwind)

➡ Need statistics since fcov≪1

➡ Ideal targets for future IFUs

• Better theoretical modeling 

➡ outflows

➡ metals



Summary
• Our studies of Lyα cooling emission and absorption show that it is 

quite subtle to detect cold accretion

• Getting at it will require robust theoretical studies in concert with 
detailed spectroscopic measurements of the circum-galactic 

medium of high-redshift galaxies

• The most promising diagnostics of infall vs. outflows are:

➡ kinematics (accretion at v~vcirc vs. outflows up to ~800 km/s)

➡ metallicity (expect Zinfall<Zwind, but by how much?)

• Need enough measurements because of small covering factor

• Future modeling will include outflows and metals
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Hong et al. (2010)

Impact of Winds
• Momentum-driven galactic winds fill the virial radii of LBGs with 

Lyman limit systems:

8 Hong et al.

Figure 4. The column density of neutral hydrogen (HI maps) for
the no wind model (nw80, top panel), the constant wind model
(cw40, middle panel) and the momentum driven wind model
(nw80, bottom panel). Every pixel over 2×1020cm−2, i.e. damped
absorption, is plotted in red. All lengths are comoving.

matic statistics from PW97:

fmm =
|vmed − vmean|

(∆v/2)
(6)

fedg =
|vpk − vmean|

(∆v/2)
(7)

f2pk = ±
|v2pk − vmean|

(∆v/2)
(8)

where the plus sign for the two peak fraction, f2pk, holds if
the second peak is between the mean velocity and the first
peak velocity; otherwise the minus sign holds. If there is no
second peak, we take the edge-leading fraction, fedg, for the
second peak fraction f2pk. Here, vmean ≡ 1

2 (v95 + v5).
To avoid saturation effects that blur the kinematic infor-

mation, and to exclude noise contamination in the obser-
vations, we again follow PW97 by only using profiles with
peak intensities Ipk in the range

0.1 !
Ipk
I0

! 0.6 (9)

where I0 is the continuum around the absorption line, or
peak optical depths between 0.5 and 2.3. This removes a
significant portion of the total DLA sample, roughly 60%
for nw, 45% for cw, and 30% for vzw. The variance amongst
models in the acceptance fraction based on this criterion
suggests that this may be another way to constrain outflow
models.

The most crucial statistic is ∆v, the system velocity
width. It represents the velocity-space extent of the dense
neutral absorbing gas, and hence encodes information about
internal motions within the ISM as well as any inflow or
outflow-induced motions. The other statistics, fmm, fedg,
and f2pk, turn out to be less discriminatory, but we include
them for completeness. fmm measures the skewness of the
overall absorption in the DLA; a symmetric distribution of
optical depths would yield fmm = 0. The edge-leading test
fedg would be 0 if the strongest absorption is at the kine-
matic center, but is large if the kinematics are dominated by
rotation or infall where the strongest absorption occurs at
large velocities from the center. The 2-peak test f2pk is de-
signed to distinguish between rotation and infall: in the case
of rotation, the second peak is expected to be on the same
side as the first (and hence yield a positive value), whereas
spherical and symmetric accretion would produce the peaks
on opposite sides, yielding a negative value (PW97). While
these statistics were devised to distinguish between simple
scenarios, the complex interplay between infall, outflow, and
rotation within a fully hierarchical context precludes such
straightforward interpretations. Hence we focus on the dis-
tributions of these statistics among DLA samples (both ob-
served and simulated), and use Kolmogorov-Smirnoff (K-S)
tests to characterize their (dis)agreement.

In Table 1 we summarise the number of simulated ab-
sorption lines, Nsample, taken from each model. For the ob-
servations, we will compare to 46 observed lines of sight
from Prochaska & Wolfe (2001). Note that their paper only
presented the distribution of ∆v; the other quantities were
kindly provided by X. Prochaska (private communication).

Before we compare the simulations with the observa-
tions, we must consider the issue of velocity resolution ef-
fects in the observed DLA sample. The 9 pixel smoothing of
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